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ABSTRACT 
This paper discusses the Visual Information 
Retrieval (VIR) process and emphasizes the need 
for more natural interfaces and a better 
understanding of the user. The central role of user 
modelling and the importance of the 
communication channel in a VIR scenario are 
discussed. We identify areas of research and 
possible approaches for dealing with the problem of 
creating effective, user responsive VIR systems. 

Introduction 
Recent years have seen a rapid increase in the 
number and size of digital image repositories. 
Content-based image retrieval (CBIR) systems, 
which have appeared primarily in the last decade, 
feature image indexing and subsequent search on 
the basis of properties that are automatically 
extracted from the images (see Rui et al, 1999). 

However, such CBIR systems mainly reflect the 
“query by example” approach, and thus do not 
adequately reflect end user requirements. There is a 
semantic gap affecting the communication between 
the user and the system. This fact demands new 
characteristics that should, in the future, be 
considered for emerging VIR systems. 

A user-oriented approach to VIR 
In typical content-based visual information retrieval 
(VIR) systems the user expresses a query by direct 
reference to low level features that the retrieved 
images should contain. For example, the user may 
specify coloured regions that the retrieved image 
should feature in certain locations of the image. The 
search engine simply matches and ranks, according 
to some mathematical measure of similarity, the 
features specified by the user to images in the 
image repository (see Bimbo, 1999). This approach 
does not reflect the user’s concept space. 

Many aspects of image semantics are more to do 
with the person who experiences the image that the 
image itself. This factor needs to be taken into 
account when building VIR systems. A VIR system 
needs to manipulate a representation of the user, 

i.e., a user model should play a crucial role in 
image retrieval. 

A further perspective on VIR presupposes an agent 
(the human user of the VIR system) who 
communicates via mechanisms such as natural 
language, gestures, facial or corporal expressions, 
predetermined actions, etc. Such an agent has a 
structured memory, key parts of this being mental 
images, associations between concepts and 
sensations and/or experiences. This perspective 
forms the basis of our approach. 

Most systems have no way of taking account of 
user characteristics such as the user’s memory, 
knowledge, preferences and goals. Moreover, the 
channel of communication between the user and 
system is usually of a restricted form that is 
imposed by the system. It does not permit the types 
of communicative acts preferred by the user. 
Ideally, communication between a user and a VIR 
system should incorporate the best characteristics of 
both participants. In particular, the following 
communicative dimensions would be highly 
desirable: 

• The adoption of a more natural dialogue 
through multimodal input and output; 

• The acquisition of knowledge about the user, 
and the use of such knowledge to improve the 
results of queries for that user, and tailor the 
system and its interface for the user. 

The “User Assistant” in VIR 
Typical VIR systems operate according to what can 
be called the pull model of information retrieval. 
The user has sole responsibility for the specification 
of queries, and the system provides little user-
sensitive assistance in this area. An alternative to 
this, suggested by the above observations regarding 
user-system communication, is the push model. 
Here, the system is more proactive, and becomes 
the user’s partner, rather than idiot savant, as it 
were. This model presupposes that the VIR system 
learns how to detect the user’s information needs 
and suggests and delivers information to the user 
accordingly. However, we do not advocate a totally 
push model approach; we see the most fruitful 
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combination being yielded by a mixed initiative 
communication model. 

The key role of User Modelling 
As can be appreciated by the preceding discussion, 
we assert that a successful VIR will need to 
observe, analyse and act upon the user’s patterns of 
behaviour. In order to design techniques with which 
a system can achieve this, it is useful to consider 
what types of behaviour are typical in VIR 
scenarios. 

Studies described by Eakins and Graham (1999) 
indicate that the patterns of behaviour of VIR users 
depends on the users background (e.g. the user's 
professional activity). This background can 
influence such things as the terminology favoured 
by the user. 

Contextual information can also influence the way 
that the user implicitly elaborates his or her image 
retrieval strategy. Moreover, due to a change in 
context, users frequently adopt different strategies 
within a given session. 

As Eakins and Graham point out, there is strong 
evidence that different types of users require 
different styles of interaction with retrieval systems. 
A better understanding of how and why people use 
images can support the identification of distinct 
user types and their needs. The result will be the 
ability to design more effective VIR systems. 

Towards effective VIR systems 
There is clearly a need for research on the topics 
outlined above. In particular, in our own work we 
are considering the following: 

• Developing techniques through which the 
system can acquire information about the user, 
and use this information to adapt the VIR 
process to the individual user’s requirements. 

• Providing the VIR with a multimodal interface, 
enabling the use of a combination of text, 
graphics, audio, video, etc., in the formulation 
of queries 

• Prototyping and evaluating conversational 
assistants for the multimodal VIR interface. 

• The modelling of both objective (low-level) and 
subjective (high-level) features of images, 
through the use of knowledge based techniques 

Our approach to the first topic is the adoption of 
unobtrusive and probabilistic models of the user (as 
in Cox et al, 2000). We use Bayesian Networks 

(Horvitz et al, 1998) and the relevant existing 
inference mechanisms. The guiding principle is that 
the VIR system analyses the user’s actions during 
the interaction, and this information is used to infer 
the user’s goals and subsequently the images that 
best match the user expectations (Torres & Parkes, 
2000): 

Observation(Uactions)  Inference(Ugoals, Iretrieved) 

The user assistant, along with a natural language 
interface and gestural input represent the 
multimodal interface. The assistant’s function is to 
decrease the communicative gap between the VIR 
system and the user. This requires information 
structures to map conceptual structures onto visual 
information. During interaction, the user assistant 
infers the main concepts that are relevant to the user 
and suggests the elementary visual objects that can 
be used to interpret content-based queries via the 
aforementioned information structures. 
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